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Preface

Thanks to enormous progress in sequencing of genomic data, presently we know millions of protein sequences. At the same time the number of experimentally solved protein structures is much smaller, ca. 60,000. This is because of large cost of structure determination. Thus, the theoretical in silico prediction of protein structures and dynamics is essential for understanding the molecular basis of drug action, metabolic and signaling pathways in living cells, and designing new technologies in the life science and material sciences. Unfortunately, a “brute force” approach remains impractical. Folding of a typical protein (in vivo or in vitro) takes milliseconds to minutes, while the state-of-the-art all-atom molecular mechanics simulations of protein systems can cover only a time period of nanoseconds to microseconds. This is the reason for the enormous progress in the development of various multiscale modeling techniques applied to protein structure prediction, modeling of protein dynamics and folding pathways, in silico protein engineering, model-aided interpretation of experimental data, modeling of macromolecular assemblies, and theoretical studies of protein thermodynamics. Coarse-graining of the proteins’ conformational space is a common feature of all these approaches, although the details and the underlying physical models span a very broad spectrum.

This book contains comprehensive reviews of the most advanced multiscale modeling methods in protein structure prediction, computational studies of protein dynamics, folding mechanisms, and macromolecular interactions. The presented approaches span a wide range of the levels of coarse-grained representations, various sampling techniques, and a variety of applications to biomedical and biophysical problems. It was our intention to provide a collection of comprehensive reviews that could be used as a reference book for those who just are beginning their adventure with biomacromolecular modeling but also as a valuable source of more detailed information for those who are already experts in the field of biomacromolecular modeling and in related areas of computational biology or biophysics.

Proteins are linear copolymers composed of amino acids. Important ideas of polymer physics inspired the field of protein modeling. Chapter 1 explains some basic concepts of polymer conformational statistics and dynamics of chain molecules in context of simple lattice models. This chapter demonstrates how
these ideas could be employed in protein modeling. Chapter 2 describes application of a lattice-based protein model to the very challenging problem of protein docking. Chapter 3 provides a comprehensive overview of various coarse-grained protein-like and protein models. This chapter describes (among other approaches) probably the most rigorous system of physics-based reduced modeling of proteins. Coarse-grained, multiscale, protein modeling requires specific designs of interaction schemes. Chapters 4–6 provide in-depth overviews of various level force-fields for the reduced representations of protein conformational space, including knowledge-based statistical potentials. Chapters 7 and 8 (but also, in part, Chapters 3–5 and 12) describe a variety of applications of reduced models in the study of protein dynamics, folding pathways, molecular mechanisms of mechanical unfolding, and protein interactions. Chapter 9 gives an overview of the most effective sampling strategies in a reduced, although unrestricted conformational space. Chapters 10 and 11 present a very efficient philosophy of a conformational search, where the target structures are assembled from fragments excised from already known protein structures. These strategies proven to be very effective in the large-scale, automated in silico structure prediction. Chapter 12 describes a multiscale method, based on a high-resolution lattice model, for modeling protein folding pathways. Chapters 13 and 14 discuss the most important ideas and techniques of comparative modeling – the most effective and the most popular method for theoretical prediction of protein structures. These chapters provide also reviews of the model-quality assessment methods.

The contributing authors are world-wide recognized experts. Some of them (Bujnicki and Zhang) are leaders in the field of protein structure prediction, as assessed by the recent (CASP6–CASP8) community-wide experiments in a blind structure prediction. Others also developed very successful methods for the protein structure prediction (Scheraga, Liwo, Feig, and Kihara). Several of the authors of this book developed very efficient coarse-grained interaction schemes for protein models based on either an evolutionary knowledge approach (Jernigan and Scheraga have built theoretical foundations of this class of approaches, but others also contributed significantly: Feig and Micheletti) or a physics-based approach (Scheraga, Liwo, Feig, and Irback). Among the authors are also the world top leaders of comparative modeling (Bujnicki, Zhang, Tramontano, and Kihara) and automated structure prediction (Zhang and Bujnicki) – the structure prediction server created by Zhang is the best till date. The book presents also the state-of-the-art methods of evaluation of quality of the theoretical protein models (Tramontano and Kihara). Recently, a significant progress has been achieved in multiscale modeling of protein dynamics and folding mechanisms. The authors of the chapters dealing with this class of problems are also world-class leaders (Scheraga, Liwo, Irback, Feig, Cieplak, Jernigan, and Micheletti). The conformational search strategies are crucial in protein modeling. Developers of the most efficient computational techniques and strategies are also among the authors (Hansmann, Scheraga, and others).
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Chapter 1
Lattice Polymers and Protein Models

Andrzej Kolinski

Abstract The size of conformational space of chain polymers is enormous. Much has been learned about polymer structure, thermodynamics, and dynamics by theoretical considerations and numerical study of simple lattice models. Self-avoiding random walks on a lattice provide a good approximation for the excluded volume effect and nature of the coil–globule transition. Semiflexible polymers on a lattice exhibit two-state collapse transition that captures some essential features of the all-or-none folding transition of small globular proteins. More complex, decorated with some structural details, lattice polymers provide a very powerful means for study of protein dynamics and thermodynamics and protein structure prediction.

1.1 Reduced Models of Chain Molecules

The torsional rotations, only around the main-chain backbone bonds, make the conformational space of chain molecules enormous in size (Flory 1969). For a chain containing $N$ single bonds, the number of conformations is in the range of $q^N$, where $q$ is approximately equal to the number of distinct low-energy regions of the rotational potential. For a polyethylene chain, $q$ would be 3. Obviously, when $N$ is hundreds or many thousands, a detailed conformational analysis becomes impractical. Impractical are also detailed all-atom computer simulations, unless only very local conformational changes require examination. Thus, in order to make the problem tractable, simplified models have often been designed and studied (Milik et al. 1990; Kolinski and Skolnick 1996), either from statistical analyses or/and by computer simulations. As it will become apparent later, the statistical analysis itself is of rather limited utility and in typical cases requires quite drastic simplifications. Usually, it is difficult to estimate a priori the effect of such simplifications on the final results.

A. Kolinski (✉)
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Let us consider two extremely simple models of polymers, one for idealized conformational statistics and the second for the first level of approximation for chain dynamics. These models can be solved rigorously by simple analytical considerations (Flory 1969). The first is the freely jointed chain (sometimes it is also called “the random flight model”). The freely jointed chain (see Fig. 1.1) consists of \( n \) segments of equal length \( l \). Mutual orientations of the segments are completely uncorrelated. It is well known that for a sufficiently large number of segments, the mean-square end-to-end distance \( \langle R^2 \rangle \) of such a chain scales with the number of segments as \( \langle R^2 \rangle = l^2 n \). This result closely resembles the central formula obtained for a Brownian particle theory, where the mean-square displacement is proportional to time. It is also easy to show that the mean-square radius of gyration (a quantity that is easier to measure experimentally than the \( \langle R^2 \rangle \)) is related to \( \langle R^2 \rangle \) as \( \langle S^2 \rangle = \langle R^2 \rangle / 6 \). The distribution of the end-to-end distance and distribution of the segment density is Gaussian. Such an ideal polymer random coil is frequently called the Gaussian chain, although the freely jointed chain is not uniquely Gaussian since other types of chains can also follow Gaussian statistics.

**Fig. 1.1** An example of the freely jointed chain

The simplifications of the physical properties of real polymers assumed in the freely jointed chain model are essentially of two types. First, the correlations between the chain segments, especially between those that are close to one another along the chain contour, are an important property of polymers and strongly depend on their chemical structure. As long as these correlations extend only to a distance small in comparison with the chain length, it is relatively straightforward to generalize the model by introducing various approximation of the local chain stiffness related to sometimes complex profiles of the rotational potential energy. All the short-range (short distance along the chain contour) correlations do not change the general picture. For all such ideal models \( \langle R^2 \rangle = Cl^2 n \), and the value of the prefactor \( C \) depends on the shape of the rotational potential and the temperature.

Approximations of the second type are much more significant and much more difficult to deal with. Namely, all ideal chains neglect the effective interactions between the chain segments that are far away from one another along the chain
but close to each other in space. On the most trivial level, the fact that two segments
cannot occupy the same element of space must be taken into account. A rigorous
analytical treatment of such “real” chains is not possible, although approximate the-
ories exist (de Gennes 1979). Probably, the most famous is Flory’s mean-field theory
(Flory 1953). The theory assumes that a balance between intramolecular interactions
and those with solvent defines the average coil size. A quasi-chemical approxima-
tion is employed and an average Gaussian density of segments is assumed. The
resulting formula describes the chain dimension as a function of temperature:

\[ \alpha^5 - \alpha^3 = \text{const.} \left(1 - \frac{\Theta}{T}\right) n^{1/2} \]  

where \( \alpha \) is the so-called expansion factor and is defined as

\[ \alpha^2 = \frac{\langle R^2 \rangle}{\langle R_0^2 \rangle} \]

with \( \langle R_0^2 \rangle \) denoting the ideal chain dimensions.

Note that for \( T = \Theta \) the chain dimensions become identical with the dimen-
sions of the ideal chain. Thus, idea behind Flory’s “theta” (\( \Theta \)) temperature closely
resembles the Boyle temperature for real gases. At temperatures below \( \Theta \), the chain
undergoes a transition to a dense globular state, and this transition is somewhat sim-
ilar to the gas–liquid transition of small molecule systems. However, the transition
for flexible polymers is continuous and has most of the features of a second-
order phase transition (Kolinski et al. 1987b). At high temperatures (see Eq. (1.1))
\( \langle R^2 \rangle \sim n^{6/5} \), and the average chain dimensions are much larger than for an equiva-
 lent ideal chain. Interestingly, despite a rather poor estimation of chain entropy and
internal energy, Flory’s theory gives quite an accurate estimation of the free energy
and conformational properties of chain molecules. Such a cancellation of errors is
quite typical of mean-field-type theories.

Ideal chain statistics provides a zero-order picture of the protein denatured state,
while Flory’s theory is a zero-order approximation for the folding (or collapse) tran-
sition. The approximation is quite crude for several reasons. First, protein chains are
relatively stiff polymers and the limit of infinitely long chains is hardly satisfied
even for large proteins (Creighton 1993). Second, proteins are heteropolymers with
highly specific patterns of intramolecular interactions (Branden and Tooze 1991).
Even in the random coil state, there is a significant extent of residual structure.
Thus, the mean-field theory is hardly applicable. We will address these issues later
in more detail.

Somewhat analogous to ideal chain statistics, models for ideal chain dynamics
were designed. Probably the best known of these is the Rouse model (Rouse 1953),
shown in a schematic fashion in Fig. 1.2. It assumes that a flexible polymer chain
can be represented as a chain of points joined by harmonic springs of equal strength.
This model is analytically solvable. The results are quite interesting. For short times,
when the average displacements of chain segments must be small in comparison
with the coil size a single segment moves according to